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Abstract. Multiomics data fusion integrates diverse data modalities,
ranging from transcriptomics to proteomics, to gain a comprehensive
understanding of biological systems and enhance predictions on outcomes
of interest related to disease phenotypes and treatment responses. Coop-
erative learning, a recently proposed method, unifies the commonly-used
fusion approaches, including early and late fusion, and offers a system-
atic framework for leveraging the shared underlying relationships across
omics to strengthen signals. However, the challenge of acquiring large-
scale labeled data remains, and there are cases where multiomics data
are available but in the absence of annotated labels. To harness the
potential of unlabeled multiomcis data, we introduce semi-supervised
cooperative learning. By utilizing an “agreement penalty”, our method
incorporates the additional unlabeled data in the learning process and
achieves consistently superior predictive performance on simulated data
and a real multiomics study of aging. It offers an effective solution to
multiomics data fusion in settings with both labeled and unlabeled data
and maximizes the utility of available data resources, with the potential of
significantly improving predictive models for diagnostics and therapeutics
in an increasingly multiomics world.

Keywords: Multiomics data fusion · Semi-supervised learning · Machine
learning.

1 Introduction

With advancements in biotechnologies, significant progress has been made in
generating and collecting a diverse range of “-omics” data on a common set
of patients, including genomics, epigenomics, transcriptomics, proteomics, and
metabolomics (Figure 1A). These data characterize molecular variations of human
health from different perspectives and of different granularities. Fusing the
multiple data modalities on a common set of observations provides the opportunity
to gain a more holistic understanding of outcomes of interest such as disease
phenotypes and treatment response. It offers the potential to discover hidden
insights that may remain obscured in single-modality data analyses and achieve
more accurate predictions of the outcomes [Kristensen et al., 2014, Ritchie et al.,
2015, Robinson et al., 2017, Karczewski and Snyder, 2018, Ma et al., 2020,
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Fig. 1: Framework of semi-supervised cooperative learning for multiomics data fusion.
(A) The advancements in biotechnologies have led to the generation and collection of
diverse “omics” data on a common set of samples, ranging from genomics to proteomics.
Fusing the data provides a unique opportunity to gain a holistic understanding of
complex biological systems and enhance predictive accuracy on outcomes of interest
related to disease phenotypes and treatment response (B) Commonly-used approaches
to multiomics data fusion have two broad categories: early fusion involves transforming
all data modalities into a unified representation before feeding it into a model of choice,
while late fusion builds separate models for each data modality and combines their
predictions using a second-level model. Encompassing early and late fusion, cooperative
learning exploits the shared underlying relationships across omics for enhanced predictive
performance. (C) The field of biomedicine faces a persistent challenge due to the scarcity
of large-scale labeled data, which requires significant resources to acquire. In cases where
unlabeled multiomics data are also accessible, we introduce semi-supervised cooperative
learning to leverage the combined information from both labeled and unlabeled data.
The agreement penalty seamlessly integrates the unlabeled samples into the learning
process, effectively utilizing the shared underlying signals present in both labeled and
unlabeled data and maximizing the utility of available data resources for multiomics
data fusion.

Hao et al., 2021]. While the term “multiomics data fusion” can have various
interpretations, we use it here in the context of predicting an outcome of interest
by integrating different data modalities.

Commonly-used data fusion methods can be broadly categorized into early
and late fusion (Figure 1B). Early fusion works by transforming the multiple
data modalities into a single representation before feeding the aggregated repre-
sentation into a supervised learning model of choice [Yuan et al., 2014, Gentles
et al., 2015, Perkins et al., 2018, Chaudhary et al., 2018]. Late fusion refers to
methods where individual models are first built from the distinct data modality,
and then the predictions of the individual models are combined into the final
predictor [Yang et al., 2010, Zhao et al., 2019, Chen et al., 2022, Chabon et al.,
2020, Wu et al., 2020]. However, both methods do not explicitly leverage the
shared underlying relationship across modalities, and a systematic framework for
multiomics data fusion is lacking.

To tackle this limitation, a new method called cooperative learning has recently
been proposed [Ding et al., 2022]. It combines the usual squared error loss of
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predictions with an “agreement” penalty to encourage alignment of predictions
from different data modalities (Figure 1B). By varying the weight of the agreement
penalty, one can get a continuum of solutions that include early and late fusion.
Cooperative learning chooses the degree of fusion in a data-adaptive manner,
providing enhanced flexibility and performance. It has demonstrated effectiveness
on both simulated data and real multiomics data, particularly when the different
data modalities share some underlying relationships in their signals that can be
exploited to boost the signals.

However, an important challenge persists in the field of biomedicine: the
scarcity of large-scale labeled data. Acquiring a substantial amount of labeled data
in this domain often demands considerable effort, time, and financial resources.
Nonetheless, there are instances where multiomics data are available, but in the
absence of corresponding labels. In such cases, it becomes imperative to leverage
the available unlabeled data to enhance predictive models.

To harness the potential of unlabeled data, we propose semi-supervised coop-
erative learning. The key idea is to utilize the agreement penalty, inherent in the
cooperative learning framework, as a means to leverage the matched unlabeled
samples to our advantage (Figure 1C). It acts as a mechanism for incorporating
the unlabeled samples into the learning process, by encouraging the predictions
from different data modalities to align not only on the labeled samples but also on
the unlabeled ones. Semi-supervised cooperative learning leverages the additional
shared underlying signals across the unlabeled data and exploits the valuable
information that would otherwise remain untapped. Through comprehensive
simulated studies and a real multiomics study of aging, we showed that our
method achieves consistently higher predictive accuracy on the outcomes of
interest. By incorporating matched unlabeled data and thus maximizing the
utility of available data, semi-supervised cooperative learning offers an effective
solution to multiomics data fusion, with the potential to significantly enhance
predictive models and unlock hidden insights in health and disease.

2 Approach

2.1 Cooperative learning

We begin by giving a concise overview of the recently proposed cooperative
learning framework [Ding et al., 2022] to set the stage for the introduction of semi-
supervised cooperative learning. Let X ∈ Rn×px , Z ∈ Rn×pz — representing two
data views — and y ∈ Rn be a real-valued response. Fixing the hyperparameter
ρ ≥ 0, cooperative learning aims to minimize the population quantity:

min E
[1
2
(y − fX(X)− fZ(Z))2 +

ρ

2
(fX(X)− fZ(Z))2

]
. (1)

The first term is the usual prediction error loss, while the second term is
an “agreement” penalty, encouraging alignment of predictions from different
modalities.
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To be more concrete in the setting of regularized linear regression, for a fixed
value of the hyperparameter ρ ≥ 0, cooperative learning finds θx ∈ Rpx and
θz ∈ Rpz that minimize:

J(θx,θz) =
1

2
||y −Xθx − Zθz||2 +

ρ

2
||(Xθx − Zθz)||2

+ λx||θx||1 + λz||θz||1, (2)

where ρ is the hyperparameter that controls the relative importance of the
agreement penalty term ||(Xθx − Zθz)||2 in the objective, and λx||θx||1 and
λz||θz||1 are ℓ1 penalties∗.

When ρ = 0, cooperative learning reduces to early fusion, where we simply
use the combined set of features in a supervised learning procedure. When ρ = 1,
we can show that it yields a simple form of late fusion. In addition, theoretical
analysis has demonstrated that the agreement penalty offers an advantage in
reducing the mean-squared error of the predictions under a latent factor model
[Ding et al., 2022].

2.2 Semi-supervised cooperative learning

In this section, we present semi-supervised cooperative learning, which enables
us to harness the power of both labeled and unlabeled data for multiomics data
fusion. Consider feature matrices X ∈ Rn×px , Z ∈ Rn×pz , with labels y ∈ Rn,
and then additional feature matrices X ′ ∈ Rnunlabeled×px , Z ′ ∈ Rnunlabeled×pz ,
without labels. The objective of semi-supervised cooperative learning is

min E
[1
2
(y − fX(X)− fZ(Z))2 +

ρ

2
[(fX(X)− fZ(Z))2 + (fX(X ′)− fZ(Z

′))2]
]
.

(3)

The agreement penalty allows us to use the matched unlabeled samples to
our advantage, by encouraging predictions from different data modalities to align
on both labeled and unlabeled samples, thus leveraging the aligned signals across
omics in a semi-supervised manner. This agreement penalty term is also related
to “contrastive learning” [Chen et al., 2020, Khosla et al., 2020], which is an
unsupervised learning technique first proposed for learning visual representations.
Without the supervision of y, it learns representations of images by maximizing
agreement between differently augmented “views” of the same data example.
While contrastive learning is unsupervised and cooperative learning is supervised,
both of which have a term in the objective that encourages agreement between
correlated views, semi-supervised cooperative learning combines the strengths of
both paradigms to fully exploit labeled and unlabeled data simultaneously.

∗We assume that the columns of X and Z have been standardized, and y has
mean 0 (hence we can omit the intercept). We use the commonly-used ℓ1 penalties for
illustration, while the framework generalizes to other penalty functions.
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In the regularized regression setting and with a common λ†, the objective
becomes

J(θx,θz) =
1

2
||y −Xθx − Zθz||2 +

ρ

2
[||(Xθx − Zθz)||2 + ||(X ′θx − Z ′θz)||2]

+ λ(||θx||1 + ||θz||1), (4)

and one can compute a regularization path of solutions indexed by λ. Problem
(4) is convex, and the solution can be computed as follows. Letting

X̃ =

 X Z
−√

ρX
√
ρZ

−√
ρX ′ √ρZ ′

 , ỹ =

y
0
0

 , β̃ =

(
θx
θz

)
, (5)

then the equivalent problem to (4) is

1

2
||ỹ − X̃β̃||2 + λ(||θx||1 + ||θz||1). (6)

This is a form of the lasso, and can be computed, for example by the glmnet
package [Friedman et al., 2010].

Let Lasso(X,y, λ) denote the generic problem:

minβ
1

2
∥y −Xβ∥2 + λ∥β∥1. (7)

We outline the algorithm for semi-supervised cooperative learning in Algorithm
1.

Algorithm 1 Semi-supervised cooperative learning.
Input: X ∈ Rn×px and Z ∈ Rn×pz , the response y ∈ Rn, and the unlabeled data

X ′ ∈ Rnunlabeled×px and Z′ ∈ Rnunlabeled×pz , and a grid of hyperparameter
values (ρmin, . . . , ρmax).

for ρ← ρmin, . . . , ρmax do
Set

X̃ =

 X Z
−√ρX √

ρZ
−√ρX ′ √ρZ′

 , ỹ =

y
0
0

 .

Solve Lasso(X̃, ỹ, λ) over a decreasing grid of λ values.
end

Select the optimal value of ρ∗ based on the CV error and get the final fit.

†It was shown in Ding et al. [2022] that there is generally no advantage to allowing
different λ values for different modalities.
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3 Experiments

3.1 Simulated studies

We first compare semi-supervised cooperative learning with vanilla cooperative
learning, early and late fusion methods in simulation studies. We generated
Gaussian data with n = 200 and p = 500 in each of two views X and Z,
and created correlation between them using latent factors. The response y was
generated as a linear combination of the latent factors, corrupted by Gaussian
noise. We then generated an additional set of unlabeled data X ′ and Z ′ with
nunlabeled = 200 and p = 500.

The simulation is set up as follows. Given values for parameters n, nunlabled, px,
pz, pu, su, tx, tz,βu, σ, we generate data according to the following procedure:

1. xj ∈ Rn and x′
j ∈ Rn distributed i.i.d. MVN(0, In) for j = 1, 2, . . . , px.

2. zj ∈ Rn and z′j ∈ Rn distributed i.i.d. MVN(0, In) for j = 1, 2, . . . , pz.
3. For i = 1, 2, . . . , pu (pu corresponds to the number of latent factors, pu < px

and pu < pz):
(a) ui ∈ Rn and u′

i ∈ Rn distributed i.i.d. MVN(0, s2uIn);
(b) xi = xi + tx ∗ ui, x′

i = x′
i + tx ∗ u′

i;
(c) zi = zi + tz ∗ ui, z′i = z′i + tz ∗ u′

i.
4. X = [x1, x2, . . . , xpx

], Z = [z1, z2, . . . , zpz
].

5. X ′ = [x′
1, x

′
2, . . . , x

′
px
], Z ′ = [z′1, z

′
2, . . . , z

′
pz
].

6. U = [u1, u2, . . . , upu
], y = Uβu+ϵ where ϵ ∈ Rn distributed i.i.d. MVN(0, σ2In).

There is sparsity in the solution since a subset of columns of X and Z are
independent of the latent factors used to generate y. We use 10-fold CV to select
the optimal values of hyperparameters. We compare the following methods: (1)
separate X and separate Z on the labeled data: the standard lasso is applied on
the separate data modalities of X and Z with 10-fold CV; (2) early fusion on the
labeled data: the standard lasso is applied on the concatenated data modalities
of X and Z with 10-fold CV (note that this is equivalent to cooperative learning
with ρ = 0); (3) late fusion on the labeled data: separate lasso models are
first fitted on X and Z independently with 10-fold CV, and the two resulting
predictors are then combined through linear least squares for the final prediction;
(4) cooperative learning on the labeled data; (5) semi-supervised cooperative
learning on both the labeled and unlabeled data‡.

Overall, the simulation results can be summarized as follows:

– Semi-supervised cooperative learning performs the best in terms of test MSE
across the range of SNR and correlation settings. It is most helpful when the
data views are correlated and both contain signals, as shown in Figure 2A.

– When there is no correlation between data views but each data view carries
signals, semi-supervised cooperative learning still offers performance advan-
tages as it utilizes the signals in both labeled and unlabled data, as shown in
Figure 2C.

‡Traditional supervised learning models are not directly applicable to scenarios
involving both labeled and unlabeled data.
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Fig. 2: Simulation studies on semi-supervised cooperative learning. (A) Simulation
results when X and Z have a medium level of correlation (t = 2, su = 1); both X and Z
contain signal (bx = bz = 2), n = 200, nunlabel = 200, p = 1000, SNR = 1.8. The first
panel shows MSE on a test set; the second panel shows the MSE difference on the test set
relative to early fusion; the third panel shows the number of features selected; the fourth
panel shows the ρ values selected by CV in cooperative learning and semi-supervised
cooperative learning. Here “Coop” refers to cooperative learning and “Semi Coop” refers
to semi-supervised cooperative learning. (B) Simulation results when X and Z have
a high level of correlation (t = 6, su = 1); only X contains signal (bx = 2, bz = 0),
n = 200, nunlabel = 200, p = 1000, SNR = 0.5. (C) Simulation results when X and
Z have no correlation (t = 0, su = 1); both X and Z contain signal (bx = bz = 2),
n = 200, nunlabel = 200, p = 1000, SNR = 1.0.

– When the correlation between data views is higher, higher values of ρ are
more likely to be selected, as shown in Figure 2B compared to Figure 2A. In
addition, cooperative learning-based methods tend to select more features.

3.2 Real data example

We applied semi-supervised cooperative learning to a real multiomics dataset of
aging, collected from a cohort of 100 healthy individuals and individuals with
prediabetes, as described in Zhou et al. [2019]. Proteomics and transcriptomics
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Table 1: Multiomics studies on aging. The first two columns in the table show the
mean and standard deviation (SD) of mean absolute error (MAE) on the test set across
different splits of the training and test sets; the third and fourth columns show the
MAE difference relative to early fusion. The methods include (1) separate proteomics:
the standard lasso is applied on the proteomics data only; (2) separate transcriptomics:
the standard lasso is applied on the transcriptomics data only; (3) early fusion: the
standard lasso is applied on the concatenated data of proteomics and transcriptomics
data; (4) late fusion: separate lasso models are first fit on proteomics and transcriptomics
independently and the predictors are then combined through linear least squares; (5)
cooperative learning; (6) semi-supervised cooperative learning.

Methods Test MAE Relative to
Late Fusion

Mean Std Mean Std

Separate Proteomics 8.49 0.40 -0.04 0.12
Separate Transcriptomics 8.44 0.35 -0.08 0.20

Early fusion 8.52 0.32 0 0
Late fusion 8.53 0.29 0.01 0.13

Cooperative learning 8.16 0.40 -0.37 0.16
Semi-supervised cooperative learning 7.85 0.47 -0.67 0.26

were measured on the cohort: the proteomics data contained measurements for 302
proteins and the transcriptomics data contained measurements for 8,556 genes.
The goal of the analysis is to predict age using proteomics and transcriptomics
data and uncover molecular signatures associated with the aging process.

We split the data set of 100 individuals into training and test sets of 75 and 25
individuals, respectively. We artificially masked the labels for half of the training
samples to create a mix of labeled and unlabeled data. Both the proteomics
and transcriptomics measurements were screened by their variance across the
subjects. We averaged the expression levels for each individual across time points
in the longitudinal study and predicted the corresponding age. We conducted
the same set of experiments across 10 different random splits of the training and
test sets.

The results are shown in Table 1. The model fit on the transcriptomics data
achieves lower test MAE than the one fit on the proteomics data. Early and
late fusion hurt performance as compared to the model fit on only proteomics
or transcriptomics. Cooperative learning outperforms both early and late fusion
by encouraging the predictions to align with each other. Semi-supervised coop-
erative learning gives further performance gains by utilizing both the labeled
and unlabeled data. Moreover, it selects important features not identified by the
other methods for predicting age, including PDK1, MYSM1, ATP5A1, APOA4,
MST, A2M, which have been previously demonstrated to be associated with the
aging process [An et al., 2020, Tian et al., 2020, Choi et al., 2019, Goldberg et al.,
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2018, Blacker et al., 1998, Garasto et al., 2003, Lee et al., 2013, Shang et al.,
2022].

4 Conclusion

We introduce semi-supervised cooperative learning for multiomics data fusion
in the presence of both labeled and unlabeled data. By exploiting the shared
underlying relationships across omics through an agreement penalty in both
labeled and unlabeled data, our proposed approach demonstrates improved
predictive accuracy on simulated studies and a real multiomics study of aging.
The agreement penalty allows us to effectively incorporate the unlabeled samples
in the learning process and leverage them to our advantage. To our knowledge,
our work represents a pioneering effort in multi-omics data fusion that unlocks
the untapped potential of unlabeled data, enabling us to harness the valuable
information that would otherwise remain unused for the discovery of novel insights
and enhanced predictive modeling of diagnostics and therapeutics.
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